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Abstract
Soil thickness and residence time are regulated by a dynamic interplay between soil formation and lateral transport of soil particles and solutes. To unravel this interplay and infer patterns and rates of chemical weathering, soil physical and chemical properties can be used. Here, we present an integrated approach combining numerical modeling with field measurements to assess the impact of slope gradient on soil thickness and chemical weathering at a regional scale. We first perform a number of synthetic model runs simulating soil formation, weathering, erosion, and deposition, which show that soil thickness and weathering degree decline with increasing slope gradient. We then evaluate how those functional relationships compare to soil-landscape data observed in the field. Soils are sampled at 100 midslope positions under varying slope gradient. The weathering degree is determined using three chemical weathering indices: ratio of iron oxides to total iron (Feo/FeT), chemical index of alteration (CIA), and total reserve in bases (TRB). Finally, we calibrate the Be2D model to our field data to constrain soil residence times and chemical weathering rates. The modeled weathering rates decrease with increasing soil residence time and decreasing slope gradient. The application of the soil-landscape evolution model in Southern Brazil shows that weathering rates can vary up to 2 orders of magnitude and depend on hillslope gradient. Notwithstanding model limitations and data uncertainties, we demonstrate the potential of an integrated approach, where field data and numerical modeling are integrated to unravel the timescale of soil weathering along transport over hillslopes.

Plain Language Summary
By combining a numerical soil-landscape evolution model with field data we assess the impact of topography on soil thickness and chemical weathering degrees and rates. Chemical weathering degrees are indicative of the extent of chemical weathering of the soil mantle, whereas weathering rates indicate how fast the chemical composition is changing over time. We show that on steep slopes soils are thinner and have a lower weathering degree compared to gentle slopes. The observed difference in soil weathering is related to the soil residence time, which is constrained by combining field measurements with a numerical model. Soils developed on basalt and dacite-rhyolite rocks in a subtropical climate regime have soil residence times ranging between ~20 and 1700 kyr. Soils on steep slopes are younger and characterized by weathering rates that can be twice as high as for older soils on gentle slopes. Integrating field data in soil-landscape evolution models can help to unravel the interplay between topography, soil erosion, and weathering in soil-mantled landscapes.

1. Introduction
Soils are open systems through which material flows. The balance between soil production and denudation controls soil thickness (Brantley, 2008; Burke et al., 2007; Minasny & McBratney, 2001). Until recently, soil development was mainly studied at the pedon or catena scale in near-level, slowly eroding, landscapes,
where soil production at the saprolite-soil interface and processes inducing vertical exchanges (water flow, bioturbation) dominate (Chorover et al., 2007; Johnson et al., 2014; Lebedeva et al., 2010; Opolot et al., 2015; Rasmussen & Tabor, 2007). In the past two decades, soil processes in eroding landscapes have gained attention (Green et al., 2006; Nezat et al., 2004; Tsui et al., 2004; Wackett et al., 2018; Yoo et al., 2007). In eroding landscapes, topography controls soil erosion, thereby determining soil thickness and residence time of soil particles (e.g., Anderson, 2015; Tucker & Bradley, 2010; Yoo et al., 2007). Lateral fluxes of soil constituents along slope may thus be as—and even more—important than vertical fluxes in explaining spatial variations in soil properties (Jelinski et al., 2019; Molina et al., 2019; Yoo et al., 2007).

Previously reported relationships between slope gradient and soil thickness, weathering degrees and rates at the hillslope scale yield varying results. Negative correlations between soil thickness and slope have been reported by several authors (Florinsky et al., 2002; Gessler et al., 2000; Mehnatkesh et al., 2013; Thompson et al., 2006; Tsai et al., 2001), but there is no unique relationship between both factors. Reaney (2003) derived a linear dependence of soil thickness and slope, in contrast to the power relationship reported earlier by Derose et al. (1993). Similarly, there are no conclusive results on the influence of slope on weathering degree and rate. Recent work has shown decreasing (Burke et al., 2007; Vanacker et al., 2019) and increasing (Osat et al., 2016) weathering degrees with increasing slope gradient. Burke et al. (2007, 2009) and Dixon et al. (2012) reported that chemical weathering rates may both decrease or increase with increasing slope gradient, depending on the geomorphic landscape position of the sites (highland vs. lowland).

Field observations alone generally do not allow to establish causal relationships between spatial variations in soil properties (including soil thickness) and landscape position. This is because they are, as such, insufficient to assess the relative importance of the different processes. Fully understanding the control of slope gradient on soil thickness and chemical weathering degrees and rates requires an approach whereby hillslope position and slope morphology are explicitly accounted for and where both vertical (in situ) and lateral (transport of soil particles and solutes) processes are integrated in a single numerical framework. It then also becomes possible to investigate how sloping soil-covered landscapes evolve over time (Green et al., 2006; Mudd & Furbish, 2006; Wackett et al., 2018; Yoo & Mudd, 2008).

In this study, we explore such an integrated modeling-data approach in order to assess the impact of slope gradient on soil thickness, weathering degrees and rates, and how these can be related to soil residence times. We do so by investigating these relationships at a regional scale in a subtropical soil-covered landscape located on the southern edge of the Brazilian plateau, where Acrisols, Cambisols, and Leptosols have developed on basalt and dacite-rhyolite lithology. In this paper we first discuss the theoretical background of soil production, chemical weathering, and physical erosion models. Subsequently, Be2D is used to simulate the effect of slope gradient on soil thickness and weathering degree and rate and to explore how these variables interact through a series of synthetic model runs. In a next step, we apply the model to explore the relationships between slope gradient, soil thickness, and weathering degree that we observed in the field, whereby we focus on the variations in soil properties at the midslope topographic position. In this way we investigate to what extent model simulations can be used to constrain soil residence times in our study area and establish relationships between soil residence times and weathering degrees and rates along eroding hillslopes.

2. Theoretical Background on Soil Production, Chemical Weathering, and Physical Erosion Models

2.1. Soil Production

The coupling between soil production and soil thickness was first recognized by Gilbert (1877). He suggested that an inverse relationship might exist between soil thickness and soil production: Soil production rates would be slowest in very shallow soils due to their low water-holding capacity, and in deep soils due to slow weathering at deep reaction fronts. The soil production rate was therefore assumed to be highest at an intermediate soil thickness, giving rise to “humped” soil production functions (Humphreys & Wilkinson, 2007; Minasny et al., 2008). Several humped as well as other functional relationships have been proposed by, for example, Cox (1980), Furbish and Fagherazzi (2001), Minasny and McBratney (2006), and Saco et al. (2006).
Soil production rates have now been measured across a wide range of environmental settings, based on cosmogenic $^{10}$Be and $^{26}$Al concentrations (e.g., Dixon et al., 2009; Heimsath et al., 1997, 1999; Small et al., 1999). Generally, measurements do not support the humped model in soil-mantled landscapes (Humphreys & Wilkinson, 2007): Soil production rates ($\phi$ [L T$^{-1}$]) generally decline exponentially with increasing soil thickness ($d$ [L]):

$$\phi(t, x) = P_0 e^{-\alpha d(x)}$$

(1)

where $P_0$ [L T$^{-1}$] is the soil production rate of the parent material when the soil thickness equals zero and $\alpha$ [L$^{-1}$] is the depth scaling factor.

2.2. Chemical Weathering
2.2.1. Weathering Indices

In the remaining part of the paper, we make a clear distinction between weathering degree and weathering rate. The degree of soil weathering is the extent of chemical alteration of the soil mantle with respect to the saprolite or bedrock at a given point in time. The weathering rate refers to the amount of change in weathering degree over time and corresponds to the mass that is chemically altered or removed per unit of time (Bland & Rolls, 2016). Deriving weathering rates thus requires information on two variables: (i) the degree of weathering and (ii) the time period over which weathering reactions have been taking place, which is often unknown (Green et al., 2006; Mudd & Yoo, 2010).

Since the beginning of the twentieth century more than 30 chemical weathering indices have been proposed, which can be used to assess the weathering degree of soils based on their chemical and/or mineralogical composition (Fiantis et al., 2010). In our mult proxy approach, three of these indices are used: the ratio of iron oxides extracted with dithionite–citrate–bicarbonate (DCB) to total iron ($Fe_d/Fe_t$), the chemical index of alteration (CIA), and the total reserve in bases (TRB) (details about laboratory procedures can be found in Text S1 in the supporting information). The principal assumption of these indices is that the degree of weathering can be derived from the relative abundance of chemical elements and/or their oxidation state (Ameijeiras-Mariño et al., 2017; Duzgoren-Aydin et al., 2002). As weathering advances, iron in primary minerals is released and becomes oxidized, hence the ratio of oxidized iron ($Fe_d$) to total iron ($Fe_t$) increases, ranging between 0 for fresh and 1 for fully weathered material (Buol et al., 2011; Chesworth, 2008; Huang, 2011; Price & Velbel, 2003). The CIA ($-$) reflects the degree of weathering as the proportion of a conservative oxide, Al$_2$O$_3$, to the sum of the major oxides (Fedo et al., 1995; Nesbitt & Young, 1982, 1989):

$$CIA=100 \left( \frac{Al_2O_3}{Al_2O_3 + CaO + Na_2O + K_2O} \right)$$

(2)

Soils with CIA values between 90 and 100 are highly weathered, with depletion of the base cations. The TRB (cmol$_k$kg$^{-1}$) represents the sum of the total amount of alkaline and alkaline-earth elements (Ca$^{2+}$, K$^+$, Mg$^{2+}$, and Na$^{2+}$). The TRB in soils decreases with increasing weathering as soil chemical weathering results in a removal of mobile Ca, K, Mg, and Na cations from the soil matrix (Delvaux et al., 1989; Herbillon, 1986).

$$TRB = Ca^{2+} + Mg^{2+} + K^+ + Na^+$$

(3)

2.2.2. (Extended) Chemical Depletion Fraction

While weathering indices are a useful tool to assess relative differences and changes in weathering degree over time, their values depend on bedrock mineralogy and chemical composition. Geochemical mass balance approaches (Brimhall & Dietrich, 1987) that use conservative elements (inert to chemical weathering), enable to overcome some of these limitations (Riebe et al., 2001, 2003, 2004). The soil chemical depletion fraction (CDF) relies on steady state mass balance equations that are valid when the soil production rate ($\phi$) is equal to the denudation rate ($D$), which is the sum of the physical erosion rate ($E$) and chemical weathering rate ($W$), all in L T$^{-1}$. The CDF expresses the fraction of the overall mass loss that is accounted for by chemical losses (Riebe et al., 2003). As conservative elements (such as Nb, Ti, or Zr) are enriched in the soil mantle during chemical weathering, the weathering degree can be determined as the enrichment in concentration ($C$) of a conservative element ($i$) in the soil ($s$) compared to its concentration in the parent material ($p$):
Hereby, it is assumed that soils are in steady state, where soil transport, production, and chemical weathering are balanced and soil thickness does not change over time. This steady state assumption also implies that the obtained \( CDF \) values are time averages, where the measured (instantaneous) value equals the mean value. Other assumptions are that soil chemistry and composition do not change over time and that there is no loss of the conservative element in the soil/bedrock system or external inputs (e.g., dust).

On eroding hillslopes, the chemical weathering degree of the soil mantle will depend on weathering processes in the underlying parent material, the lateral soil fluxes, and the weathering degree of the eroded soil from upslope positions. The extended chemical depletion fraction (\( ECDF \)) as proposed by Yoo et al. (2007) takes into account the effects of physical soil erosion on the chemical depletion of the soil mantle on hillslopes, again assuming steady state conditions:

\[
ECDF = CDF + \frac{\nabla C_{ls}}{C_{ls}} \frac{Q_{tot}}{\phi}
\]

The second term on the right-hand side of equation 5 can be seen as the “corrective” term for downslope soil movement along slopes, the magnitude of which is proportional to the ratio of the total lateral soil flux \( (Q_{tot} [M L^{-1} T^{-1}]) \) to the local soil production rate \( (\phi [M L^{-2} T^{-1}]) \) and to the ratio of the lateral gradient of the chemically inert element \( (\nabla C_{ls} [L^{-1}]) \) to the concentration of this inert element. The soil production rate \( \phi \) in \( M L^{-2} T^{-1} \) is obtained by multiplying \( \phi \) in \( L T^{-1} \) with the soil bulk density \( \rho_s [M L^{-3}] \). As the total soil flux is considered, this implies that \( ECDF \) is a depth-averaged value and that \( C_{ls} \) is the depth-averaged elemental concentration. Throughout this manuscript the term weathering degree refers to both measured weathering indices (\( CIA, TRB, \) and \( Fed/Fet \)) and modeled \( ECDF \) values.

### 2.2.3. Weathering Rates

At steady state, the \( CDF \) is the chemical weathering rate normalized by the total denudation rate (Riebe et al., 2004, equation 4). Outside steady state, however, the \( CDF \) as measured at a certain point in time is an indication of the average weathering degree of the soil mantle. While weathering indices and \( CDF/ECDF \) give information on, respectively, the relative and absolute degree of soil chemical weathering, they do not quantify the rate at which these processes take place. In topographic steady state, average long-term chemical weathering rates are generally determined using mass balance methods, where the rate equals the total mass loss over soil age (e.g., Chadwick et al., 1990; Merritts et al., 1991; White et al., 1996). In steady state, with limited input of soil material from upslope and negligible atmospheric deposits of dust and/or solutes, weathering rates can also be quantified without explicitly calculating soil age by combining the \( CDF \) with soil production rates (equation 4, Riebe et al., 2001, 2003, 2004). In erosional contexts the input of chemically weathered material from upslope to the soil plays an important role. In this case the soil weathering rate can be constrained by using soil residence time instead of soil age (Anderson et al., 2002; Riebe et al., 2003; White et al., 1998) and by explicitly accounting for mineral supply rates from the underlying saprolite as well as from weathered soil material transported from upslope as proposed by Yoo et al. (2007) (equation 5).

### 2.3. Soil Erosion

Two main types of soil transport are commonly incorporated in mass balance models: diffusive transport and water erosion (Minasny et al., 2008). Total erosion rates \( E_{tot} [L T^{-1}] \) can then be obtained by taking the sum of the water \( (E_w [L T^{-1}]) \) and diffusive \( (E_d [L T^{-1}]) \) component:

\[
E_{tot}(t, x) = E_w(t, x) + E_d(t, x)
\]

In the most simple model, the diffusive soil flux \( (Q_d [M L^{-1} T^{-1}]) \) is linearly proportional to the slope gradient (change in height \( h \) [L] with distance \( x \) [L]) over time \( t \) [T]:

\[
Q_d = -\frac{W}{\phi} \frac{C_{ls}}{C_{ls}} - 1
\]
\[
Q_d(t, x) = -\rho_s k \frac{\partial h(t, x)}{\partial x}
\]  \hspace{1cm} (7)

where \(k \text{[L}^2 \text{T}^{-1}]\) is the transport coefficient and \(\rho_s \text{[M L}^{-3}]\) the soil bulk density. The flux is calculated in the \(x\) direction and per unit width.

When adding a soil thickness term (\(d \text{[L]}\)) with transport coefficient \(K \text{[L T}^{-1}]\), spatial variations in soil thickness are better represented, as it was shown that the linear soil flux-slope gradient relationship is only applicable for convex regions with shallow slope gradients (Heimsath et al., 2005; Pelletier & Rasmussen, 2009; Roering et al., 1999):

\[
Q_d(t, x) = -\rho_s K d(t, x) \frac{\partial h(t, x)}{\partial x}
\]  \hspace{1cm} (8)

Diffusive erosion rates (\(E_d \text{[L T}^{-1}]\)) are equal to \(\nabla Q_d\), which reduces to the derivative of \(Q_d\) with respect to \(x\) for a one-dimensional hillslope. In a discrete model diffusive soil fluxes (\(Q_d \text{[M L}^{-1} \text{T}^{-1}]\)) are converted to erosion rates \([\text{L T}^{-1}]\) by calculating the difference between influx and outflux (\(Q_{d,\text{in}} - Q_{d,\text{out}}\)), divided by the product of the horizontal resolution (\(\Delta x\)) and soil bulk density.

Erosion by overland flow (\(E_w \text{[M L}^{-2} \text{T}^{-1}]\)) can be divided into a rill (\(E_r \text{[M L}^{-2} \text{T}^{-1}]\)) and interrill (\(E_{ir} \text{[M L}^{-2} \text{T}^{-1}]\)) erosion component according to the framework developed by Govers et al. (1994). Rill erosion is a power function of slope length (\(x \text{[L]}\)) and slope gradient (\(\frac{\partial h}{\partial x}[-]\)), whereas interrill erosion is a power function of slope alone.

\[
E_r(t, x) = \rho_s g_r \left( \frac{\partial h(t, x)}{\partial x} \right)^m \left( \frac{x}{x_{\text{ref}}} \right)^n \hspace{1cm} (9)
\]

\[
E_{ir}(t, x) = \rho_s g_{ir} \left( \frac{\partial h(t, x)}{\partial x} \right)^{m_{ir}} \hspace{1cm} (10)
\]

\[
g_{ir} = 3.68 g_r \hspace{1cm} (11)
\]

\[
E_w(t, x) = E_r(t, x) + E_{ir}(t, x) \hspace{1cm} (12)
\]

When the mobilized soil material exceeds the local transport capacity (\(T_c \text{[M L}^{-1} \text{T}^{-1}]\)) sediment is deposited. Govers et al. (1994) related the local transport capacity to the potential rill erosion by the transport capacity coefficient \(g_r \text{[L]}\):

\[
T_c(t, x) = g_r E_w(t, x) \hspace{1cm} (13)
\]

Water erosion rates (\(E_w \text{[M L}^{-2} \text{T}^{-1}]\)) are converted to rates in \(\text{L T}^{-1}\) and water erosion fluxes (\(Q_w \text{[M L}^{-1} \text{T}^{-1}]\)) in the \(x\) direction per unit width by, respectively, dividing by \(\rho_s\) and multiplying with \(\Delta x\). The total erosion flux (\(Q_{\text{tot}} \text{[M L}^{-1} \text{T}^{-1}]\)) is then the sum of the diffusive and water flux. The total incoming soil flux at a given location is \(Q_{\text{tot,\text{in}}}\), the total outgoing flux \(Q_{\text{tot,\text{out}}}\).

3. Material and Methods

3.1. The Be2D Model

3.1.1. Structure

The steady state soil thickness is constant and determined by the balance between soil production from the underlying saprolite on the one hand and soil removal/addition by physical erosion/deposition and chemical weathering on the other hand (Figure 1):
\[
\frac{\partial d(t, x)}{\partial t} = \phi(t, x) - E_{\text{tot}}(t, x) - W(t, x) 
\]

The domain represented in our model is the soil layer, bounded by the underlying saprolite. We assume soil production to decline exponentially with soil thickness as described by equation 1. The total physical erosion/deposition rate \(E_{\text{tot}}[\text{L}^{-1}]\), and total physical erosion/deposition rate \(E_{\text{tot}}[\text{L}^{-1}]\), which is equal to the difference in total mass influx and outflux \(Q_{\text{tot,in}} - Q_{\text{tot,out}}[\text{M L}^{-1} \text{T}^{-1}]\) multiplied with soil bulk density \(\rho_s[\text{M L}^{-3}]\) over \(\Delta x[\text{L}]\). Modeled hillslopes are initially linear all along the hillslope (dashed light gray line), evolving to a convex hilltop (dark gray line) over time. Turnover time \(\text{TT}[/\text{T}]\) is calculated at each hillslope position \(x\) as the time required to remove all the material from the two-dimensional soil box (with thickness \(d\), soil bulk density \(\rho_s\), and horizontal resolution \(\Delta x\)) by the total outflux \(Q_{\text{tot,out}}\). Particle transit times \(\text{TrT}[/\text{T}]\) at a given hillslope position are calculated as the sum of the \(\text{TT}[/\text{T}]\) of all upslope positions, where the soil residence time \(\text{SRT}[/\text{T}]\) at a given location is the flux-weighted average of these particle transit times. The modeled soil residence time at the sampled mid-slope (MS) position is used in our analysis and visually represented here.

Chemical weathering rates \(W[\text{L}^{-1}]\) are calculated by assuming an exponential decrease in weathering rate with increasing soil thickness, similar to the exponential soil production function (equation 1):

\[
W(t, x) = W_0 e^{-\beta d(t, x)} 
\]

where \(W_0[\text{L}^{-1}]\) represents the weathering rate of the soil when the soil thickness is zero and \(\beta[\text{L}^{-1}]\) the depth scaling factor. This is in agreement with empirical data of Burke et al. (2007, 2009) and Yoo et al. (2009), who demonstrated that chemical weathering rates indeed decrease exponentially with increasing soil thickness. This is commonly attributed to soil water availability and fluid residence times (Rasmussen et al., 2010; Schoonejans et al., 2016). The continuity equation (equation 14) is solved using an explicit first-order finite difference scheme, which is described in more detail in Campforts et al. (2016).
3.1.2. Deriving Soil Residence Times

Calculating soil residence times on eroding landscapes requires taking into account both the mineral supply from the underlying saprolite as well as the input of (weathered) soil material from upslope (Yoo et al., 2007). The turnover time ($TT_i [T]$) of a soil box at each hillslope position is the average time a soil particle will reside in the box. The dimensions of the soil box are determined by the horizontal resolution $d [L]$ and soil thickness $d [L]$, and the removal of soil is given by the total outflux $Q_{tot,out} [M L^{-1} T^{-1}]$ (Yoo et al., 2007, Figure 1):

$$TT_i(t, x) = \frac{\rho_s \ d(t, x) \Delta x}{Q_{tot}(t, x)}$$

(16)

The soil at a given hillslope position $x$ is composed of particles with a distribution of ages, as it comprises particles derived from in situ bedrock weathering, as well as soil particles eroded from different upslope positions (Almond et al., 2007, Figure 1). The average time needed for a particle to travel from the drainage divide to position $x$ is given by its transit time ($TrT_i [T]$):

$$TrT_i(t, x) = \sum_{i=1}^{x} TT_i(t, x)$$

(17)

As the soil at hillslope position $x$ will be composed of a mix of particles coming from all upslope positions, the soil residence time ($SRT_i [T]$) for the soil material at location $x$ can then be calculated as the flux-weighted average of all upslope particle transit times (Almond et al., 2007, Figure 1):

$$SRT_i(t, x) = \frac{\sum_{i=1}^{x} (Q_{tot,i} \ TrT_i(t, x))}{\sum_{i=1}^{x} Q_{tot,i}(t, x)}$$

(18)

A more detailed explanation with an example on our SRT calculations is provided in Text S2 and Figure S1.

3.2. Synthetic Model Runs

In the synthetic model runs, we use the $ECDF$ to quantify weathering degree. Here, we model the $ECDF$ by simulating the change in concentration $C$ of an inert element $i$ in the soil ($C_{i,x}$) at each hillslope position over time based on the modeled soil fluxes. We thus model the changes in concentration of the inert element without explicitly modeling mineral conversion (e.g., Ferrier & Kirchner, 2008).

At the beginning of a time step, a soil box at position $x$ has a given mass ($m_i$) and conservative element concentration ($C_{i,x} (t,x)$). Soil with different inert elemental concentrations is then added and removed (Figure 1), resulting in a new concentration of the inert element in the soil box ($C_{i,x}(t+1,x)$). This new concentration is calculated by dividing the new mass of the inert element in the box (numerator of equation 19) over the new mass of the soil box (denominator of equation 19). Soil is added to the box from upslope positions ($Q_{tot,in}$) and is produced in situ from the parent material ($p$) at a rate equal to the soil production rate $\varphi$. At the same time soil is leaving the box due to lateral soil movement ($Q_{tot,out}$) and chemical weathering ($W$). For conservative elements, there is no significant mass loss via chemical weathering; therefore, chemical weathering is not present in the numerator of equation 19.

$$C_{i,x}(t+1, x) = \frac{C_{i,x}(t, x) m_i + C_{i,p}(t, x) m_p + C_{i,Q_t,in}(t, x) m_{Q_{tot,in}} - C_{i,Q_{tot,out}}(t, x) m_{Q_{tot,out}}}{m_i + m_p + m_{Q_{tot,in}} - m_{Q_{tot,out}} - m_i W}$$

(19)

The new $ECDF$ values can then be calculated using $CDF$ equation 4, as the contribution of lateral processes is already accounted for when calculating the new soil inert element concentration ($C_{i,x} (t+1,x)$), thereby comprising the second term of equation 5.

$$ECDF(t + 1, x) = 1 - \frac{C_{i,x}(t, x)}{C_{i,x}(t + 1, x)}$$

(20)

The concentration of the chemically inert element in the saprolite ($C_{i,x}$) is assumed to be constant throughout time and along the hillslope. As weathering rates are the change in weathering degree over time, they can be calculated by taking the derivative of the relationship between the weathering degree (given by the
ECDF) and the soil residence time, enabling us to get not only an estimate of long-term weathering rates but also of their evolution through time. By using this approach, the contribution of transported upslope soil material is explicitly taken into account, as this is inherent to our soil residence time calculations.

Synthetic model runs were performed for nine linear hillslopes with varying slope gradient, a slope length of 200 m and an initial uniform soil thickness of 20 cm. The choice of the initial soil thickness does not influence the final steady state thickness. The slope length and range of slope gradients was chosen based on the field sites (section 3.3.), with measured slope gradients ranging between 2.5° and 41° and mean a slope length of 200 m (range 60–500 m). We assume that incoming soil fluxes at the hillslope top are zero and use an open boundary condition at the lower end of our model domain. As such, topographic evolution is simulated as a function of influxes and outfluxes over the full domain, without imposing artificial boundary conditions. The depth of the interface between soil and parent material is determined by the soil production rate. Over time, the soil-mantled hillslope will develop profile convexities at the hillslope top (Figure 1, Gilbert, 1909; Kirkby, 1971). The model is set up with a horizontal resolution of 5 m and a time step of 1000 yr for a total period of 3 Myr: This time period is sufficient to reach steady state conditions (i.e., no change in soil thickness and ECDF) for all slopes tested.

3.3. Study Area and Sampling Strategy

The study area is located in the villages of Arvorezinha and Ilopolis in the state of Rio Grande do Sul (Brazil), on the southern edge of the Southern Brazilian Plateau (Vieira et al., 2015) (Figure 2a). This plateau is part of the Paraná-Etendeka magmatic province, with basalt and dacite-rhyolite as the main rock types (Caner et al., 2014; Turner et al., 1994). The basalt is often overlain by rhyolite (Renne et al., 1992). The dissected hilly landscape is characterized by a gentle to steep rolling topography (390 to 770 m above sea level) (Minella et al., 2014, 2008). Following the WRB classification (IUSS Working Group WRB, 2015), the main soil types are Acrisols, Cambisols, and Leptosols. The deep Acrisols are located on the flatter parts, whereas the shallower Leptosols and Cambisols are found on the steep slopes at the edge of the plateau (Minella et al., 2009). Bedrock mineralogy (two samples) determined by X-ray diffraction is dominated by sanidine (K-feldspar, ~45–55%) and fine grained quartz (~38%) (Vanacker et al., 2019). The bedrock elemental composition was characterized at 15 locations within the study area by Pelckmans (2018) and shows a domination of SiO₂.
In general, a higher predictive accuracy is obtained in the mid-infrared region (MIR) compared to the visible to near-infrared region (VIS-NIR) (Mohanty et al., 2016; Nocita et al., 2015; Soriano-Disla et al., 2014; Viscarra Rossel et al., 2006; Vohland et al., 2014). Here, we use data obtained by MIR-spectroscopy in order to quantify the weathering degree of the soil. The soil spectra are calibrated on 49 soil samples that cover the range of physico-chemical soil properties present in the area, and for which CFA, Fe2O3/Fe3O4, and TRB were determined from wet chemistry (Schoonejans et al., 2017; Vanacker et al., 2019). Soil samples (49 for calibration and 222 other soil samples) were scanned in the MIR-region (FrontierTM with autosampler from PerkinElmer). By using partial least squares regression (PLS), the calibration function between the spectra and the three weathering indices was established. Best results were obtained using the PLS model.

### 3.4.1. Determination of Weathering Indices From Soil Spectroscopy Data

Spectroscopy has proven to be a powerful tool in soil sciences, enabling to determine a variety of soil chemical properties based on their diagnostic absorption characteristics (Marco Nocita et al., 2015; Richter et al., 2009). In general, a higher predictive accuracy is obtained in the mid-infrared region (MIR) compared to the visible to near-infrared region (VIS-NIR) (Mohanty et al., 2016; Nocita et al., 2015; Soriano-Disla et al., 2014; Viscarra Rossel et al., 2006; Vohland et al., 2014). Here, we use data obtained by MIR-spectroscopy in order to quantify the weathering degree of the soil. The soil spectra are calibrated on 49 soil samples that cover the range of physico-chemical soil properties present in the area, and for which CFA, Fe2O3/Fe3O4, and TRB were determined from wet chemistry (Schoonejans et al., 2017; Vanacker et al., 2019). Soil samples (49 for calibration and 222 other soil samples) were scanned in the MIR-region (FrontierTM with autosampler from PerkinElmer). By using partial least squares regression (PLS), the calibration function between the spectra and the three weathering indices was established. Best results were obtained using the PLS model.
when using a snv-detrend (dt) preprocessing method with 6 PLS-factors for the CIA ($R^2 = 0.97$, RMSE = 1.67), dt with 3 PLS-factors for Fe$_{y}$/Fe$_{t}$ ($R^2 = 0.84$, RMSE = 0.048), and multiplicative scatter correction (msc) with 7 factors for TRB ($R^2 = 0.91$, RMSE = 8.56). The best calibration function was then applied to the 222 soil samples to derive $Fe_{y}$/Fe$_{t}$, CIA, and TRB and assess uncertainties on these values. Uncertainties are obtained by following the method of Van de Broek and Govers (2019). For all sampling locations, a thickness-averaged weathering index is calculated. A detailed description of the calibration data set, calibration procedure, and uncertainty calculations is given in Text S3 and Figure S2.

### 3.4.2. Parameter Optimization

In order to better understand and explain the observed relationships from our field data and to obtain model-derived weathering rates and soil residence times for our sampling sites, the model is calibrated and applied to our sampling locations. For parameter optimization, each sampling location ($n = 100$) is simulated with its corresponding slope gradient and length. Hillslopes are assumed to be initially linear with a soil thickness of 20 cm and the model is set up with a horizontal resolution of 5 m, time step of 1000 yr and total model run time of 3 Myr. The parameter values for $K$, $g_{v}$, $P_{0}$, $\alpha$, $W_{0}$, and $\beta$ were optimized by evaluating the agreement between measured and modeled soil thickness at the midslope positions, as this is the location where soil thickness is determined in the field. The optimized parameter set is obtained using a genetic optimization algorithm (The MathWorks, 2020), as it has proven to be an efficient tool for finding global minima (Jelinski et al., 2019). Parameters are varied between realistic value bounds (Campforts et al., 2016; Jelinski et al., 2019), with $\alpha < \beta$ (respectively the soil production and chemical weathering depth scaling factors) as an additional constraint. This constraint was necessary as modeled ECDF-values otherwise increase with increasing soil thickness, which, according to our field results and the work of Burke et al. (2007), is not realistic. The Nash-Sutcliffe coefficient (NS) was used as objective function:
\[
NS = 1 - \left( \frac{\sum_{i=1}^{n} (O_i - M_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2} \right)
\]

\(O_i\) is the measured soil thickness, \(M_i\) the modeled soil thickness, and \(\bar{O}\) is the mean of the measured soil thicknesses at the 100 sampling locations. \(NS\) compares the magnitude of the residual variance to the measured data variance and ranges between \(-\infty\) and 1, with 1 being the optimal value (Nash & Sutcliffe, 1970). A value of 1 indicates a perfect agreement between observations and simulations, whereas values smaller than 0 indicate that the model is not performing well, since the mean of the observed values is then a better predictor than the simulated value (Moriasi et al., 2007). Parameter dependency was evaluated by calculating the objective function when two parameter values are varied between their optimization bounds, keeping all other parameters at their optimal value.

### 4. Results

In this section the results of the synthetic model runs are first described, for which the optimized parameter values are used. Next, the observed relationships between slope gradient, soil thickness and weathering degree for the sampling sites are presented. Finally, the performance of the calibrated model is discussed, followed by the model-derived soil residence times and chemical weathering rates.
4.1. Synthetic Model Runs

We first describe the results of the synthetic model runs using the optimized parameter values for the study site (see sections 3.4.2 and 4.3.1), where the weathering degree is represented by the simulated $ECDF$. Water erosion parameters $m$, $n$, and $m_e$ are assumed equal to, respectively, 1.1, 0.9, and 0.8 (Govers et al., 1994), with a value of 350 m for the transport capacity coefficient $g$ (Govers et al., 1993; Van Oost et al., 2003). Soil bulk density was set at 1.35 g cm$^{-3}$ based on values reported by Vanacker et al. (2019). The optimized parameter values for our field sites are used in the synthetic model runs: $K = 0.08$ cm yr$^{-1}$, $g_e = 1.32 \times 10^{-7}$ m yr$^{-1}$, $P_0 = 7.92 \times 10^{-6}$ m yr$^{-1}$, $\alpha = 3.6 \times 10^{-3}$ cm$^{-1}$, $W_0 = 3.32 \times 10^{-6}$ m yr$^{-1}$, and $\beta = 7.92 \times 10^{-4}$ cm$^{-1}$. For $ECDF$ weathering degrees Ti was used as the conservative element, as Zr can be lost from acidic soils (Schoonejans et al., 2017). We assumed that the concentration of Ti is homogenous in the parent material and equal to 5.7 g kg$^{-1}$, the average of earlier reported values for the area (Schoonejans, 2016; Vanacker et al., 2019). The model was applied to nine synthetic hillslopes of 200-m length with different slope gradients (3°, 5°, 10°, 15°, 20°, 25°, 30°, 35°, and 40°).

Figure 3a shows that the modeled steady state soil thickness decreases with increasing slope gradient, following an exponential relationship. The modeled $ECDF$ (ranging between 0.44 and 0.69, Table S3) and soil residence time also decline with increasing slope gradient (Figures 3b and 3c) following a power function. This is to be expected, as lateral soil fluxes will increase with slope gradient, reducing soil thickness and soil residence time. As the $ECDF$ represents the ratio of weathering over total denudation rate (equation 5), it also shows that weathering is dominant ($ECDF > 0.5$) for gentle slopes (<15°), moving toward an erosion dominated denudation regime for steeper slopes at the midslope position (Figure 3b). When the soil residence time is short, the timescale over which weathering processes can take place is also short, resulting in lower-than-average $ECDF$ values and thus weathering degrees (Figure 3d). The change in weathering degree with soil residence time ($ECDF = 0.1157 \times SR^{-0.1276}$) is furthermore strongest for young soils developed on steep slopes, which are characterized by weathering rates up to $2.3 \times 10^{-5}$ m yr$^{-1}$ (Figures 3e and 3f). Weathering rates (derivative of $ECDF$ over time) decrease strongly to $7.6 \times 10^{-8}$ m yr$^{-1}$ when soils become older ($> ~200$ kyr) and on more gentle slopes (<15°) (Figures 3d, 3e, and 3f). As the synthetic model is run with the optimized parameter values of the field sites (even though mineralogy is not accounted for), the maximum modeled $ECDF$ value of 0.69 seems realistic and indicates that the gentle slopes are maximally weathered, as the average bedrock composition of the study area consist of 38% quartz (Vanacker et al., 2019).

4.2. Field Measurements: Influence of Slope Gradient on Soil Thickness and Weathering Degree

At the 100 sampled midslope positions measured soil thicknesses vary between 4 and 300 cm, for slope gradients ranging between 2.5° and 41°. Soil thickness decreases significantly with increasing slope gradient following an exponential decline ($R^2 = 0.49$, Figure 4a). Two sampling locations (A1, A34) show deviating results for soil thickness. Having standardized residuals >2.5 (Figure 4a), they are considered as outliers and excluded from further analysis (more information can be found in Text S4). Variations in soil thickness for a given slope gradient indicate the heteroscedasticity of the data, with larger variations in soil thickness for gentle slopes compared to steep ones.

The weathering degree of the soil shows large variations with $CIA$-values ranging between 62 and 98, $TRB$ values between 9 and 161 cmol$_e$ kg$^{-1}$, and $Fe_d/Fe_t$ between 0.25 and 0.69 (Table S4). The weathering degree is negatively related to slope gradient (Figures 4b–4d). Highest $R^2$ values are obtained for a linear fit between the slope gradient and $CIA$ ($R^2 = 0.52$), $TRB$ ($R^2 = 0.53$), and $Fe_d/Fe_t$ ($R^2 = 0.25$). However, a power relationship between slope gradient and weathering degree is equally likely, with $R^2$ values of 0.44, 0.53, and 0.23 for the $CIA$, $TRB$, and $Fe_d/Fe_t$, respectively (not shown in figure).
4.3. Model Application: Soil Residence Times and Weathering Rates

4.3.1. Model Performance

A single set of model parameters is optimized based on measured and modeled soil thickness for all observations (section 3.4.2). Optimal parameter values are $K = 0.08 \text{ cm yr}^{-1}$, $g_r = 1.32 \times 10^{-7} \text{ m yr}^{-1}$, $P_0 = 7.92 \times 10^{-7} \text{ m yr}^{-1}$, $\alpha = 3.6 \times 10^{-3} \text{ cm}^{-1}$, $W_0 = 3.32 \text{ m yr}^{-1}$, and $\beta = 7.92 \times 10^{-4} \text{ cm}^{-1}$. For this parameter set we obtained a $NS$ of 0.51, corresponding to a root-mean-square error (RSME) of 60 cm between modeled and measured soil thickness. Our model is thus capable of simulating the soil thickness-slope gradient relationship we observed. While agreement for individual observations is acceptable, observed soil thicknesses vary considerably for a given predicted soil thickness, especially for deeper soils (Figure 5). This is to be expected: Soil thickness is not simply a function of topography but will also vary depending on other factors such as local variations in hydrology and rheology of the parent material (Braun et al., 2016), which are not accounted for in our simulations.

Sensitivity runs are performed by calculating the objective function ($NS$) while allowing two parameters to vary within their optimization range, keeping all other parameters at their optimal value. This shows that no single parameter set can be considered as the unique optimal set (Figure 6). Optimal values of $W_0$, $P_0$, and $\alpha$...
are well constrained, whereas high NS values are obtained for a wide range of $K$ and $g_r$ values, which, respectively, determine the magnitude of diffusive soil transport and water erosion rates. A possible reason for this is that increasing erosion rates will be compensated by the optimized soil production (well-constrained $P_0$ and $\alpha$), thereby allowing modeled soil thicknesses to be equal to measured soil thicknesses for a range of $K$ and $g_r$ values. Also, $K$ and $g_r$ values are negatively related: if a high diffusive erosion rate is assumed, optimal water erosion rates are low and vice versa. Only for $W_0$ versus $\beta$ the optimal parameter value, as determined by the genetic optimization algorithm (black dot), does not fall in the area with the lowest NS. This is caused by the imposed constraint on the optimization algorithm ($\alpha < \beta$), resulting in higher optimized parameter values for $\beta$ and $W_0$ than would be the case without this constraint. Optimal values of $W_0$ and $P_0$ are positively correlated, which is logical as an increase in soil production rates results in increasing weathering rates for a given value of physical erosion. The same is true for optimal values of $P_0$ and $g_r$ and $P_0$ and $K$: increasing the physical erosion rate will lead to higher soil production rates when all other parameters are kept constant (Figure 6).

### 4.3.2. Soil Residence Time

Modeled soil residence times for the sampled hillslopes at midslope position range between 22 and 1682 kyr, with a mean value of 290 kyr, and decrease as a power function with slope gradient ($R^2 = 0.96$, Figure 7a). The SRTs are characterized by an exponential probability density function (Figure 7b), therefore most...
hillslopes have a \( SRT \) below this average value. Very high \( SRT \) values are obtained for a limited number of observation points (corresponding to gentle slopes). As can be expected, modeled \( SRT \)s are positively correlated with soil thickness (not shown).

A relationship between the measured weathering indices (\( CIA, Fe_2O_3/Fe_0 \), and \( TRB \)), which reflect the weathering degree, and the simulated soil residence time can now be established (Figure 8). Logically, soils with a short residence time are characterized by a low weathering degree, which increases strongly when soils become older and more intensely weathered. The observed power relationships indicate that soil chemical weathering degree is highly sensitive to soil residence time for \( SRT \)s less than \(~200\) kyr. Once \( SRT \)s are higher than 200 kyr, the chemical weathering indices show maximum depletion and become almost insensitive of time. This points to a supply-limited weathering system, where the chemical weathering is limited by the supply of fresh material.

### 4.3.3. Chemical Weathering Rates

An estimate of the long-term weathering rates can now be obtained for the field data by taking the derivative of the relationship between the weathering degree (given by the measured \( CIA, Fe_2O_3/Fe_0 \), and \( TRB \)) and soil residence time (shown in Figure 8). This derivative is taken over a 1-yr time interval at the last modeling time step where all hillslopes are in steady state. This gives the change in weathering degree over time, or the weathering rate (Figure 9). As weathering indices are relative measures of weathering degree, the derived weathering rates should also be interpreted as the rate at which weathering indices change relative to their reference value, not as absolute rates. The modeled changes in weathering indices are a power function of soil residence time (Figure 9a), similar to what was observed for the evolution of \( ECDF \) in the synthetic model runs (Figure 3): older soils are weathered at a rate far slower than younger soils that contain more fresh material. It is clear that weathering rates stabilize at a given \( SRT \), after which they become low and time-invariant. This stabilization time is quantified as the time where the change in weathering rate is

---

**FIGURE 9.** (a) Modeled changes in chemical index of alteration (\( CIA \)), iron ratio (\( Fe_2O_3/Fe_0 \)), and total reserve in bases (\( TRB \)) (calculated as the derivative of the relationship between \( CIA, Fe_2O_3/Fe_0 \), and \( TRB \) and soil residence time (\( SRT \), Figure 8), at the midslope position decrease strongly with increasing \( SRT \) and stabilizes after 218, 220, and 143, respectively. (b) Modeled changes in weathering indices at the midslope position increase with slope gradient (exponential fit indicated by dashed line). Error bars indicate the 95% functional confidence interval bounds on the fitted power function between the weathering index and \( SRT \) (Figure 8).
less than 1% of the total change. Chemical weathering rates stabilize after 218 kyr when considering the \( \text{CLA} \), 220 kyr for \( \text{Fe}_{\text{d}}/\text{Fe}_0 \), and 143 kyr for \( \text{TRB} \).

This indicates that chemical stabilization requires a time span of hundreds of thousands of years, thus far longer than the length of the Holocene, and that it depends on the weathering index used.

Modeled weathering rates (derived as changes in weathering degree) increase with increasing slope (Figure 9b), as was the case for the synthetic runs (Figure 3). The increase of weathering rate with slope gradient in the synthetic runs can be ascribed to the presence of more fresh soil material on steeper slopes due to higher erosion rates, leading to higher soil production rates. While this is likely to be the most important mechanism at our field sites, other processes such as the increase of lateral soil water fluxes with distance from the divide may reinforce this trend. Modeled changes in weathering degree vary up to 2 orders of magnitude depending on slope gradient. An overview table with details on total soil thickness, slope, weathering degree, slope curvature, and water fluxes can be found in Table S4.

5. Discussion

5.1. Controls on Soil Thickness

At our field site, an exponential fit between slope gradient and measured soil thickness at midslope explains ~49% of the observed variability for slopes between 2.5° and 41° (Figure 4a). Several earlier studies observed a strong relationship between soil thickness and slope gradient. However, the exponential decline of soil thickness with slope we found is different from the earlier reported power relationship for a site in New Zealand (Derose et al., 1993) and the linear relationship found in south-eastern Spain (Reaney, 2003). Important to note is that in these studies samples were taken at different hillslope positions, which can lead to significantly different soil thicknesses for equal slope gradient and curvature (Catani et al., 2010). The variability in soil thickness data makes it difficult to identify the precise nature of the slope gradient-soil thickness relationship: when applying a power and linear relationship to our data, \( R^2 \) values decrease to, respectively, 0.39 and 0.43. However, our model results also suggest that an exponential relationship is more likely than a linear or power one (Figure 3a). A key factor explaining the exponential decrease of soil thickness with slope gradient in the model study is that we assume that soil production decreases exponentially with soil thickness, as has been documented by several studies (Dixon et al., 2009; Heimsath et al., 1997, 1999; Small et al., 1999). This can be illustrated with the following thought experiment.

Let us assume that soil production is constant and depth-independent and that only diffusive erosion is present, while water erosion and weathering are assumed to be zero. At steady state the diffusive flux at the steepest slope now has to be in equilibrium with the total (constant) soil production upslope of the steepest slope location. As the diffusive flux is assumed to be proportional to the product of soil thickness and slope, doubling the slope gradient at the midslope location will now result in halving the soil thickness at that location, resulting in a reciprocal relationship between soil thickness and slope gradient. However, when soil production is assumed to decrease with soil thickness, soil thickness at the midslope location will be higher than predicted by this relationship when the slope is steep. This is because soil production rates will be higher on steep slopes where soils are thin. If water erosion is present this will strengthen the effect of slope gradient on soil thickness, because water erosion will remove more soil from steeper slopes, thus counteracting the effect of increasing soil production with increasing slope gradient. We assume soil weathering to be negatively exponentially related to soil thickness: Soil weathering will therefore covary with soil production rates leading to increased soil removal by weathering at locations where soil production is high. Again, this will reduce the soil thickness more strongly at locations where soils are already thin, that is, steep slopes.

In our modeling framework, we apply the same assumptions as outlined in the above thought experiment. Therefore, we simulate a concave upward relation between slope gradient and soil thickness that is described by an exponential function rather than a reciprocal function, as soil thickness does not decrease as rapidly with slope gradient as predicted by the latter. This relationship can be described by an exponential function and is validated by our field data. Next to the discussed interaction between different erosion processes and soil formation, all depending on slope gradient, multiple studies have shown that also slope curvature significantly influences soil thickness variations (e.g., Catani et al., 2010; Minasny &
McBratney, 2001; Thompson et al., 2006). We argue that curvature is not strongly altering our results since our sampling sites are located at the middle of the linear hillslope section, where profile curvature is zero. Furthermore, our sampling sites have minimal plan curvature so that we can safely assume that curvature does not significantly affect measured soil thicknesses. If the impact of curvature were to be assessed this would require multiple sampling location along the hillslope transect and extending the current 2-D model to three dimensions (Campforts et al., 2017).

Large variations in soil thickness are present on slopes up to 15°, where for the same slope gradient soil thickness can range between 50 and 300 cm (Figure 4a). This large scatter in soil thickness is absent on steeper slopes. We attribute this difference to the fact that the dominant control on soil thickness is different on gentle versus steep slopes. Soil thickness on steep slopes is mainly controlled by lateral soil movement: The main control on soil thickness is that the lateral soil flux has to be in equilibrium with soil production (minus weathering) over the entire upslope section. Out-of-equilibrium soil thicknesses cannot persist: if soil thicknesses were too small, they would increase rapidly until equilibrium reestablished, while soils that are too thick would be rapidly removed by erosion. On the lower slope gradients, lateral soil fluxes will be much lower and soil thickness becomes much more dependent on the magnitude of local soil production and local weathering rates. Hereby local variations can be reinforced by local feedbacks, for example, because variations in regolith thickness lead to the concentration of water (and hence weathering) in those areas where regolith thickness is highest. Consequently, larger variations in soil thickness can be maintained on gentle slopes. The dominance of vertical fluxes on lower slope gradients is also evidenced by the high degree of weathering on low-gradient slopes (Figures 4b–4d). This is confirmed by changes in modeled ECDF-values (Figure 3): On gentle slopes (<15°) chemical weathering dominates (ECDF > 0.5), with an increasing dominance of physical erosion rates (ECDF < 0.5) for steeper slopes at the midslope position, similar to the results of Burke et al. (2007). Recent reactive transport modeling has shown that regolith thickness can indeed be predicted by simulating chemical weathering and water and solute fluxes (Egli et al., 2018; Maher & Navarre-Sitchler, 2019). Increasing vertical flowrates leads to higher regolith thickness because chemical weathering rates and soil production rates are both proportional to flow rates (Egli et al., 2018; Hunt & Ghanbarian, 2016; Lebedeva & Brantley, 2013; Maher, 2010; Maher & Navarre-Sitchler, 2019). Thus, although the current version of Be2D does not allow to do this, it would in principle be possible to simulate local variations in soil production and weathering by explicitly accounting for local variations in hydrological and lithological conditions. However, running such a model to successfully predict local variations in soil thickness would require detailed data on local bedrock properties and hydrological conditions along entire hillslopes, which are not available.

5.2. Model Verification: Comparison With Independent Field Measurements

After optimizing the model by comparing modeled with measured soil thickness at the midslope position for all sampled hillslopes (slope gradients between 2.5° and 41°), total denudation rates range between \(3.5 \times 10^{-6}\) m yr\(^{-1}\) and \(7.9 \times 10^{-6}\) m yr\(^{-1}\) and total erosion rates vary from \(6.8 \times 10^{-7}\) m yr\(^{-1}\) to \(10.9 \times 10^{-6}\) m yr\(^{-1}\). We determined weathering rates by taking the derivative of the weathering degree over soil residence time. For the synthetic model runs these rates are obtained by looking at the change in modeled ECDF-values (ECDF > 0.5) for steeper slopes at the midslope position, similar to the results of Burke et al. (2007). Schoonejans et al. (2017) furthermore constrained minimum soil residence times at the hillslope convexity based on meteoric 10Be between 146 and 185 kyr, after correcting for 10Be losses due to leaching. Again, these minimum ages correspond well with the average residence time of 290 kyr that we obtained. This indicates that our model is able to simulate realistic soil residence times based on the modeled erosional fluxes.

A potential limitation on our ECDF calculations is that we assume that the saprolite chemistry is constant along the hillslope and throughout time. As saprolite weathering degree and rate also vary with erosion rates (Dixon et al., 2009, 2012) this simplification might affect the modeled ECDF values. This may, on its turn,
have an impact on the relationship between modeled soil residence times and ECD\(F\) and thus on the derived weathering rates we obtained. Weathering indices, which are based on relative changes in elemental composition, are not suitable for the derivation of absolute weathering rates. This is because they do not explicitly take into account the composition of the bedrock and are not based on a conservative element. Rather, they indicate the transformation of soil minerals instead of the total amount of soil lost due to chemical weathering. These weathering indices, however, proved a useful tool in examining the relationship between topography and soil chemical weathering as they can be interpreted in a relative fashion, independently confirming the obtained relationships between topography and soil chemical weathering degree and rate from the synthetic model runs (Figures 3, 4, 8, and 9). Furthermore, they enabled us to obtain an estimate of the timescale at which chemical weathering degrees and rates become time-invariant, which is around 200 kyr for CIA and \(\text{Fe}_{\text{oxy}}/\text{Fe}_{\text{oxy}}\) and 150 kyr for TRB (Figures 8 and 9). This implies that soil development requires more or less stable climatic conditions for more than hundred thousand years to arrive at steady state.

5.3. Topographic Imprint on Weathering Degrees Is Dictated by Soil Residence Times

Both our synthetic modeling results and field observations show a negative relationship between weathering degrees and slope gradient (Figures 3 and 4). Gentle hillslopes are characterized by high weathering degrees, which decrease when slopes become steeper. The clear relationship we observed in the field is likely due to the fact that spatial variations in confounding factors such as precipitation, temperature, and lithology are limited in our study area. Dixon et al. (2012) found that the theoretically predicted decrease of CDF with slope gradient was not consistently observed in the field and attributed this to the obliterating effect of local variations in variables controlling soil production and weathering.

In semiarid regions both a positive (Osat et al., 2016) and a negative (Burke et al., 2007) relationship between weathering degree and slope gradient was observed. In the study of Osat et al. (2016) this relationship seems to controlled by site-specific conditions where soil development appears to be driven more by water availability than transport processes, as wetter areas were found on steeper slopes allowing the accumulation of mobile cations. Burke et al. (2007) also explain the differences in weathering degrees as the consequence of water availability: They argue that increasing overland flow on steep slopes reduces infiltration and thereby the amount of water that may drive weathering. While water availability might indeed be an important explanatory factor in these semiarid environments, we do not think that this is the main explanatory factor in our study area where precipitation is abundant. It is more likely that the main cause of the observed variation in chemical weathering degree with slope gradient is that soil residence times are much lower on steeper slopes (Figure 7) and that therefore the time available for weathering is much smaller, resulting in lower weathering degrees (Figures 3d and 8). Thus, the inverse slope-weathering degree relationship is not due to the local conditions on the steep slope: rather, it is a consequence of how the entire soilscape is formed. Our findings confirm that geomorphic processes can lead to soil rejuvenation as described by Chadwick and Asner (2016). They showed that in the tropical Peruvian Amazon, soil nutrient distribution depends on hillslope gradient and topographic position: Flat stable locations are most depleted in available nutrients compared to steeper convex regions. Similarly, in a semiarid environment in Colorado, Wyshnytky et al. (2015) found clear soil development on gentle slopes and poor soil development on moderate to steep slopes.

5.4. Positive Relationship Between Weathering Rate and Slope Gradient Suggests Supply-Limited Conditions

The positive relationship between the increasing change in both model-derived ECD\(F\) (Figure 3f) and measured CIA, \(\text{Fe}_{\text{oxy}}/\text{Fe}_{\text{oxy}}\), and TRB (Figure 9b) with slope gradient indicates that on steeper slopes weathering processes are faster than on gentle ones. This is not a causal relationship: we argue that the relation between weathering rates and slope gradient is a consequence of the relationship between slope gradient and soil residence time, where younger soils on steep slopes contain more fresh material due to increased soil rejuvenation, thereby enabling faster chemical reactions. This might on its turn also explain the negative relationship that is observed between chemical weathering rates and soil thickness for our data (not shown) and by Burke et al. (2007, 2009). Deeper soils typically have long soil residence times, leading to a depletion in weatherable minerals and lower weathering rates. This coupling between soil residence time and soil thickness might,
however, be more apparent in sloping, and therefore eroding, landscapes like ours and the study sites of Burke et al. (2007, 2009).

Chemical erosion rates have typically been divided into two end-member regimes: supply-limited and kinetically limited chemical erosion (Dixon et al., 2009, 2012; Ferrier et al., 2016; Gabet, 2007; Lebedeva et al., 2010; Lebedeva & Brantley, 2013; Riebe et al., 2017). In the first case chemical erosion rates increase proportionally with rates of fresh supply from regolith production, as weathering reactions are fast enough to chemically erode all the supplied reactive materials away (Hilley et al., 2010; Lebedeva et al., 2010). Under the kinetic-limitation the chemical weathering rate solely depends on kinetic factors as temperature and fluid chemistry, being insensitive to differences in supply rates as there is plenty of weatherable material available (Riebe et al., 2017; Schoonejans et al., 2016). As erosion rates are considered as a proxy for mineral supply rates, the presence or absence of a relationship between erosion and chemical weathering rates can be used to distinguish between these two end-member regimes (Ferrier et al., 2016; Riebe et al., 2017).

Our modeled weathering rates increase with increasing slope gradient (Figures 9b and 3f), which suggests that weathering rates are also positively related to modeled physical erosion rates. This is confirmed by our modeling outcomes (Figure 10). Hence, this positive coupling between weathering rates (derived as the change in CIA, Fe_d/Fe_t, and TRB over time) and physical erosion rates suggests that our study area can be classified as a supply-limited environment. This is in agreement with the theoretical modeling outcomes of Gabet and Mudd (2009) and Dixon et al. (2012): The positive relationship between weathering and erosion is one of diminishing returns and might even become negative when an erosion threshold value (above 100 ton km\(^{-2}\) yr\(^{-1}\)) is exceeded and the system becomes kinetically limited. As our study area is characterized by very low erosion rates (0.9–14 ton km\(^{-2}\) yr\(^{-1}\) based on our modeling results), we are far below this limit and therefore in supply-limited conditions. This might have several implications: (i) a stronger dependence of weathering rates on fluid flow, pH, and mineral solubility than on mineral surface area and mineral kinetics, (ii) a dampened temperature dependence, and (iii) erosion accelerated weathering (Maher, 2010). This does not imply that weathering on these slopes has always been supply-limited. A transient erosion pulse that travels through this landscape might (temporarily) induce kinetically limited conditions. The occurrence of such an erosion pulse is realistic given that our study area is located at the edge of a plateau. Understanding in detail how such a pulse may affect landscape development requires new, three-dimensional models, wherein the physiochemical soil continuum can be coupled to fluvial dynamics, regulating large-scale transient landscape response through the propagation of incision waves (Bishop et al., 2005; Campforts et al., 2017; Campforts & Govers, 2015; Shobe et al., 2017).

5.5. Soil Residence Times: Differences With Soil Age, Scale Dependency, and Relation With Weathering Rates

In stable, noneroding landscapes (e.g., glacial moraines and fluvial terraces), weathering rates can be obtained by dividing the mass loss during soil formation by the age of the geomorphic surface (soil age)
In sloping terrains, the age of the landform is irrelevant, as soil experiences constant rejuvenation due to local soil production and removal by sediment transport, necessitating the use of soil residence times instead of soil ages to determine weathering rates (Mudd et al., 2014; Yoo et al., 2007, 2009). By applying reservoir theory on both eroding and noneroding landscapes with different mixing regimes, Mudd and Yoo (2010) showed that soil production, transport, mixing, and dissolution processes should be taken into account when determining soil residence times and that the soil residence time can be twice as high as the soil age. Estimated weathering rates may therefore differ strongly based on how the time period over which weathering took place is estimated, where it can then be expected that weathering rates are higher when using soil age instead of soil residence time (Mudd & Yoo, 2010).

Soil residence times are calculated as the flux-weighted average of the particle transit times (which decrease with increasing distance from the drainage divide, see Text S2 and Figure S1). The soil at a given hillslope position will therefore consist of particles of different ages with very young particles resulting from local soil production and some very old particles that originated near the hilltop. The age mix of these particles may be expected to change along the slope. This raises the question to what extent soil residence time may depend...
on the exact location on the hillslope that is being sampled and on the hillslope scale. Synthetic model runs (for hillslopes with varying slope gradient and a slope length of 400 m using our optimized parameter set) show that modeled soil residence times are rather constant along the hillslope transect (Figure 11). Only at the first tens of meters from the drainage divide SRTs are higher compared to the rest of the slope. This is the area where a convexity is formed, resulting in lower slope gradients and relatively deep soils in combination with low erosional fluxes and high turnover times (TT). Soil residence times are relatively independent of slope length and thus scale, but are highly determined by slope gradient (Figure 11). The observation that soil fluxes do increase with slope length, while soil thickness decreases when a certain downslope distance is exceeded, is explained by the importance of water erosion: Water erosion becomes more important with increasing slope length, thereby allowing the total soil flux to increase strongly with slope length, resulting in decreasing soil thickness. This also implies that our finding that soil residence times are relatively constant once a hillslope length of ~50 m is exceeded is not general: the pattern may be significantly different depending on the rate of soil production and on the relative importance of water erosion to diffusive erosion.

6. Conclusions

Variations in soil thickness and weathering degree in our subtropical study area in Southern Brazil are strongly linked to topography, as both decline with increasing slope gradient. By using interrelationships between slope gradient, soil thickness, and weathering degree, we could calibrate an enhanced version of the Be2D model, simulating long-term hillslope fluxes in combination with soil formation and weathering. Combining a numerical soil-landscape evolution model with field data allowed us to gain insight and make inferences about the relationships between soil thickness and topography with weathering degrees and rates. Modeled chemical weathering rates based on ECDF show that, also when weathering is in steady state, chemical weathering rates might vary 2 orders of magnitude depending on slope gradient. Weathering rates are positively related to modeled erosion rates. This confirms earlier studies in soil-mantled landscapes: Erosion rates are not high enough and soil thickness not small enough to observe a decline in weathering rates with increasing erosion, which may be found in actively uplifting mountain areas. Combining the numerical model with field data enabled us to obtain model-derived soil residence times and chemical weathering rates. As such we can now propose a long-term spatiotemporal framework for soil development in this subtropical region. Soil residence times are calculated by taking into account both local soil production and material transported from upslope positions and vary between ~20 and 1700 kyr, with an average value of ~290 kyr. This shows that in a soil-mantled area a long time is required to develop a steady state soilscape. This is not only because soil formation processes are inherently slow but also because it takes a long time to reach an equilibrium between topography and soil properties, where it takes ~150 to 200 kyr to obtain fully weathered soils with stabilized chemical weathering rates. We found that the development of an equilibrium soilscape in our study area, with climatic and lithological conditions favorable to soil development, takes several hundreds of thousands of years. As soil mantles in many areas are much younger than this, these soilsapes will often be out of equilibrium. The integrated modeling approach we present here may be especially useful to further our understanding of soilsapes in such transient conditions.
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