Modeling of multiphase mass and heat transfer in fractured high-enthalpy geothermal systems with advanced discrete fracture methodology
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\textbf{ABSTRACT}

Multiphase mass and heat transfer are ubiquitous in the subsurface within manifold applications. The presence of fractures over several scales and complex geometry magnifies the uncertainty of the heat transfer phenomena, which will significantly impact, or even dominate, the dynamic transport process. Capturing the details of fluid and heat transport within the fractured system is beneficial to the subsurface operations. However, accurate modeling methodologies for thermal high-enthalpy multiphase flow within fractured reservoirs are quite limited. In this work, multiphase flow in fractured geothermal reservoirs is numerically investigated. A discrete-fracture model is utilized to describe the fractured system. To characterize the thermal transport process accurately and efficiently, the resolution of discretization is necessarily optimized. A synthetic fracture model is firstly selected to run on different levels of discretization with different initial thermodynamic conditions. A comprehensive analysis is conducted to compare the convergence and computational efficiency of simulations. The numerical scheme is implemented within the Delft Advanced Research Terra Simulator (DARTS), which can provide fast and robust simulation to energy applications in the subsurface. Based on the converged numerical solutions, a thermal Péclet number is defined to characterize the interplay between thermal convection and conduction, which are the two governing mechanisms in geothermal development. Different heat transfer stages are recognized on the Péclet curve in conjunction with production regimes of the synthetic fractured reservoir. A fracture network, sketched and scaled up from a digital map of a realistic outcrop, is then utilized to perform a sensitivity analysis of the key parameters influencing the heat and mass transfer. Thermal propagation and Péclet number are found to be sensitive to flow rate and thermal parameters (e.g., rock heat conductivity and heat capacity). This paper presents a numerical simulation framework for fractured geothermal reservoirs, which provides the necessary procedures for practical investigations regarding geothermal developments with uncertainties.

1. Introduction

Convective and diffusive (or conductive) flow is common in the subsurface and can greatly influence the mass and heat transport process. The synergy of thermal convection and conduction plays a critical role in the development of geothermal reservoirs, where the heat is extracted with continuous injection and circulation of the heat carrier (e.g., water or CO\textsubscript{2} (Randolph and Saar, 2018)) in manifold ways (e.g., well doublet (Willems et al., 2017), borehole heat exchanger (Hein et al., 2016), etc.). Following the cold water injection, thermal convection and conduction jointly govern the heat propagation in the geothermal reservoirs (Pruess, 1983; 1990; O’Sullivan et al., 2010). Therefore, the quantitative analysis of the interplay between convection and conduction in complex geological structures (e.g., with the presence of fractures) is not only of theoretical interest but also of practical significance. Among the geothermal resources (Limberger et al., 2018), high-enthalpy geothermal fields are given special attention owing to their substantial energy potential (Aravena et al., 2016; Kivanc Ates and Serpen, 2016; Serpen et al., 2009; Simpson and Bignall, 2016). For a high-enthalpy geothermal system, either single-phase (vapor) or a two-phase mixture (vapor and liquid) can be present at the reservoir condition. The Geysers field (Geysers, 2019), an epitome of high-enthalpy geothermal systems, is the worlds largest exploited geothermal complex, producing hot steam from more than 350 wells to generate electricity in 22 power plants. The development of geothermal systems can be assisted by the inherent or induced fracture networks, especially for reservoirs with a low permeable matrix (Wang et al., 2019c). Due to their high conductivity, open fractures behave as preferential flow channels for the injected...
cold water. Most high-enthalpy geothermal systems either contain naturally developed fractures or require induced fractures for fluid flow.

To accurately simulate mass and heat transport in fractured geothermal systems, a suitable fracture model is critical to capture the reservoir response. Two approaches are commonly used in the representation of fractured reservoir systems (Berre et al., 2019). One is based on the continuum model, of which the typical examples are the dual-porosity model proposed by Warren and Root (1963) and the dual-permeability model presented by Gerke and van Genuchten (1993a,b). The continuum model is an efficient simplification of the fracture system but is not accurate enough when dealing with discontinuous fractures and large-scale fractures dominating fluid flow (Jiang and Younis, 2015).

Another approach is the discrete-fracture model (DFM), where the fracture networks are explicitly characterized by individual control volumes. Karimi-Fard et al. (2004) proposed the DFM method, which is suitable for general-purpose reservoir simulators. This approach captures the pressure response generated by flow in fractured networks in a robust and accurate manner (Flemisch et al., 2018; Berre et al., 2021; Gliser et al., 2017; Nissen et al., 2018). However, it is computationally more expensive due to the introduction of additional degrees of freedom in the computational domain. Another approach proposed by Lee et al. (2000) entails an effective representation of fractures in a computational domain and called embedded discrete-fracture model (EDFM). This approach has been greatly extended recently using multiscale techniques by Hajibeygi et al. (2011) and helps to control the computational performance and accuracy. However, the EDFM may not be as accurate as the DFM in some practical situations (Li and Voskov, 2021).

While operating a high-enthalpy geothermal reservoir with cold water re-injection, complicated phase behavior (water vaporization and steam condensation) will take place at the thermal front (Pruess et al., 1997). The multiphase flow and transport with complex phase changes that appear in high-enthalpy geothermal systems introduce significant challenges for numerical simulations (Coats, 1980). Several advanced techniques were proposed recently to overcome these challenges (Wong et al., 2018; Wang et al., 2019b).

In geothermal simulations, the mass and energy formulations are often tightly coupled because of the fluid thermodynamic properties (Coats et al., 1974; Chen et al., 2019). The fully-coupled fully-implicit approach is generally adopted to solve the system of equations in a robust way. During a numerical simulation, the governing equations need to be discretized in both space and time to get approximate solutions. Usually, the formulation in discretized form is nonlinear and should be linearized to facilitate solving iteratively. A Newton-Raphson based process is generally adopted to linearize the discretized formulation, which requires the values of fluid properties and their derivatives.

When complex physics (e.g., multiphase compositional flow with complex chemical reactions) is required in a model, a multiphase flash calculation is often necessary for the evaluation of accurate fluid/rock properties during each Newton iteration in the molar formulation (Collins et al., 1992; Voskov and Tchelepi, 2012). Therefore, the linearization of nonlinear equations becomes a complex problem that can take up a large portion of the overall simulation time. Voskov (2017) proposed the operator-based linearization (OBL) approach to simplify this procedure and accelerate the linearization process. Like discretization in space and time, the main idea of OBL is to discretize the physics within the space of nonlinear unknowns. The OBL approach has been utilized in the recently introduced Delft Advanced Research Terra Simulator (DARTS, 2019). The DARTS framework for geothermal modeling (Khait and Voskov, 2018b; Wang et al., 2019a; 2020b) has been validated against the state-of-the-art numerical simulators, TOUGH2 (Pruess et al., 1999) and AD-GPR (Garipov et al., 2018), which have been widely used in geothermal energy and verified against experimental and pilot test results. Moreover, all correlations used in our code are based on the robust industrial Equation of State (Kretzschmar and Wagner, 2019) and experimental work (Saeid et al., 2014).

In this study, we present a computational framework to numerically simulate multiphase mass and heat transport within fractured high-enthalpy geothermal systems. The DFM model is used to characterize the reservoir. All simulations are run in DARTS with the OBL approach to linearize the physics. In the following description, we first introduce the adopted nonlinear formulation and the basics of the OBL approach. Then, a comprehensive study on grid optimization and heat transfer dynamics is conducted within a synthetic fracture model. Next, a realistic model based on practical outcrop measurements is utilized to perform numerical experiments with different parameters, and different scenarios are discussed.

2. Methodology

Mass and heat transfer in a fractured reservoir involves a thermal multiphase flow system, which requires a set of equations to depict the flow dynamics. In this section, we introduce the governing equations and detailed spatial and temporal discretization and linearization procedures. Further details related to the DARTS implementation can be found in Khait (2019).

2.1. Governing equations

For the investigated domain with volume $\Omega$, bounded by surface $\Gamma$, the mass and energy conservation can be expressed in a uniformly integral way, as

$$\frac{\partial}{\partial t} \int_\Omega M^k d\Omega + \int_\Gamma F^k \cdot n d\Gamma = \int_\Omega q^k d\Omega. \quad (1)$$

Here, $M^k$ denotes the accumulation term for the $k^{th}$ component ($k=1,2,\ldots,n$, indexing for the mass components, [e.g., water, CO$_2$] and $k=n+1$ for the energy quantity). $F^k$ refers to the flux term of the $k^{th}$ component. $n$ refers to the unit normal pointing outward to the domain boundary. $q^k$ denotes the source/sink term of the $k^{th}$ component.

The mass accumulation term collects each component distribution over $n_f$ fluid phases in a summation form,

$$M^k = \phi \sum_{p=1}^{n_f} x^k_p \rho_p s_p, \quad k = 1,\ldots,n_c, \quad (2)$$

where $\phi$ is porosity, $s_p$ is phase saturation and $\rho_p$ is phase density [kg/m$^3$] and $x^k_p$ is molar fraction of $k$ component in the $p$ phase.

The energy accumulation term contains the internal energy of fluid and rock,

$$M^{\text{c+s}} = \phi \sum_{p=1}^{n_f} s_p U_p + (1-\phi)U_r, \quad (3)$$

where $U_p$ is fluid phase internal energy per unit volume [kJ/m$^3$] and $U_r$ is rock internal energy per unit volume [kJ/m$^3$].

We assume that the rock is compressible and represented by the change of porosity through:

$$\phi = \phi_0 (1 + c_r (p - \rho_{\text{ref}}')), \quad (4)$$

where $\phi_0$ is the initial porosity, $c_r$ is the rock compressibility [1/bar] and $\rho_{\text{ref}}'$ is the reference pressure [bars].

The mass flux of each component is represented by the summation over $n_f$ fluid phases,

$$F^k = \sum_{p=1}^{n_f} x^k_p \rho_p u_p, \quad k = 1,\ldots,n_c. \quad (5)$$

Here the velocity follows the extension of Darcy’s law to multiphase flow,

$$u_p = \frac{k_p}{\mu_p} (\nabla p - \gamma_p \nabla D), \quad (6)$$
where \( \mathbf{K} \) is the full permeability tensor (generally zero non-diagonal elements are taken) \([\text{mD}]\), \( k_{rp} \) is the relative permeability of phase \( \rho, \mu_p \) is the viscosity of phase \( \rho \) \([\text{Pa} \cdot \text{s}]\), \( p_p \) is the pressure of phase \( \rho \) \([\text{bar}]\), \( \gamma_p = \rho_s g \) is the specific weight \([\text{N/}\text{m}^3]\) and \( D \) is the depth \([\text{m}]\). The energy flux includes the thermal convection and conduction terms,

\[
F_{n+1} = \sum_{p=1}^{n_p} h_p \partial_\rho \mu_p + \kappa \nabla T, \tag{7}
\]

where \( h_p \) is phase enthalpy \([\text{kJ/kg}]\) and \( \kappa \) is thermal conductivity \([\text{kJ/m/day/K}]\).

The nonlinear equations are discretized with the finite volume method using the two-point flux approximation on general unstructured mesh in space and with the backward Euler approximation in time. For the \( i^{th} \) reservoir block, the governing equation in discretized residual form reads:

\[
R_i^k = V_i \left( M_i^{k}(\omega_i) - M_i^{k}(\omega_i^{k-1}) \right) - \Delta t \left( \sum_{j} a_{ij} F_j^k(\omega_i) + Q_i^k(\omega_i) \right) = 0. \tag{8}
\]

Here \( \omega_i \) refers to state variables at the current time step, \( \omega_i^{k-1} \) refers to state variables at previous time step, \( a_{ij} \) is the contact area between neighboring grids, and \( Q_i^k \) is the source or sink term of the \( k^{th} \) component. In the following description, only one (water) component is assumed existing in subsurface therefore \( s_i^k \equiv 1 \).

### 2.2. Transmissibility evaluation

The capability of discretizing complex fractured reservoirs in DARTS has been extended with the DFM (Karimi-Fard et al., 2004). This model represents the fracture geometry in the grid domain explicitly as a lower-dimensional feature, specifically a 3D model contains 2D fractures (planes) while a 2D model contains 1D fractures (lines). This is depicted in Fig. 1 for a 2D example. To calculate transmissibilities, each fracture is assigned a specific aperture, therefore, it will have a certain volume in the computational domain.

The transmissibility between neighboring grid blocks is expressed as:

\[
T_{ij} = \frac{a_{ij} \alpha_i}{a_i + a_j} \quad \text{with} \quad a_i = \frac{A_i k_i}{D_i} n_i \cdot f_i, \tag{9}
\]

where \( A_i \) is the contact area between two neighboring blocks, \( k_i \) is the permeability of grid block \( i \), \( D_i \) is the distance between the centroid of the interface and the centroid of the grid block \( i \), \( n_i \) is the unit normal of the interface pointing inside block \( i \), \( f_i \) is the unit vector along the direction of the line joining the grid block \( i \) to the centroid of the interface. This equation holds true for matrix-matrix, fracture-matrix, and fracture-fracture connections. When more than two fractures intersect in the same point (2D) or line (3D), a star-delta transformation is used to calculate the transmissibility between each of the intersecting fractures. See Karimi-Fard et al. (2004) for more details.

Fracture networks usually contain complex fracture intersections that result in difficult meshing requirements. The generated mesh, therefore, often contains artifacts that negatively impact the performance of the reservoir simulation (i.e., convergence problems and numerical inaccuracies due to non-uniformity of the control volumes and large angles between \( f_i \) and \( a_i \)). This is solved by using a pre-processing step in which we sequentially discretize each fracture, using the desired discretization scale (predefined size of the segment).

For fracture pre-processing, we adapted a procedure suggested by Karimi-Fard and Durlofsky (2016). During the sequential procedure, we check at every iteration if the newly placed discretized fracture segment conflicts with any previously added segment. A conflict is defined here as two fracture nodes (end-points of each discretized fracture segment) that fall within a certain radius (half the discretization accuracy) of each other. The conflicting fracture nodes will be merged and represented by one node. This pre-processing step is computationally insignificant with respect to the main fluid-flow simulation time while still greatly improving the simulation results (accuracy and computational time). This method also allows for a fast and reliable way of creating the discretized fracture network at any desired resolution while maintaining the main characteristics of the original fracture characterization.

### 2.3. Operator-based linearization (OBL)

The molar formulation (Faust and Mercer, 1979; Wong et al., 2015) is taken as the system nonlinear formulation, where pressure and enthalpy are chosen as the primary variables. The Newton-Raphson method is usually adopted to linearize the nonlinear equations in conventional reservoir simulation. The resulting linear system of equations on each nonlinear iteration can be expressed in the following form:

\[
J(\omega^{k})(\alpha^{k+1} - \alpha^{k}) = -r(\omega^{k}), \tag{10}
\]

where \( J(\omega^{k}) \) is the Jacobian matrix defined at the \( k^{th} \) nonlinear iteration, \( \alpha^{k} \) and \( \alpha^{k+1} \) represent the physical state (or nonlinear unknowns) at the \( k^{th} \) and \( k+1^{th} \) iteration.

The conventional linearization approach involves the Jacobian assembly with an accurate evaluation of property values and their derivatives to the nonlinear unknowns. The properties and their derivatives are usually directly based on either piece-wise approximations (e.g. some fluid properties) or solutions of nonlinear system (e.g. multiphase fluid) with partial derivatives reconstructed using the chain rule and inverse theorem (Voskov and Tchelepi, 2012). Due to the complex combination of these properties in the governing equations, the nonlinear solver has to perform extra iterations to capture small variations in solution because of the mixed property representation.

Here, the OBL approach is utilized to improve the nonlinear behavior. For the OBL approach, the physical properties in mass and energy governing equations are agglomerated into state-dependent operators (Voskov, 2017; Khait and Voskov, 2018b). Pressure and enthalpy are taken as the unified state variables for a given control volume. Flux-related fluid properties are defined by the physical state of the upstream block, determined at interface \( i \). The discretized mass conser-
vation equation in operator form reads as:

$$\phi_i V \left( a(\omega) - a(\omega_0) \right) + \sum_j \Delta t \Gamma^{\alpha e r} \Phi_{\alpha e r} \beta(\omega) = 0,$$

(11)

where $\omega$ is the physical state of block $i$ at the current timestep and $t^i$ is the fluid transmissibility. State-dependent operators are defined as

$$a(\omega) = \left( 1 + c_1 (p - p_{nr}) \right) \sum_{p=1}^{n_p} \rho_p \delta_p U_p,$$

(12)

$$\beta(\omega) = \sum_{p=1}^{n_p} \delta_p \delta_p U_p.$$

The discretized energy conservation equation in turn can be written in operator form as

$$\phi_i V \left( a_{\gamma e r}(\omega) - a_{\gamma e r}(\omega_0) \right) + (1 - \phi_i) V U \left( a_{\gamma e r}(\omega) - a_{\gamma e r}(\omega_0) \right) + \sum_j \Delta t \Gamma^{\alpha e r} \Phi_{\alpha e r} \beta(\omega)$$

$$+ \sum_i \sum_j \Gamma^i \left( t^i - t^j \right) \left[ \phi_i \gamma_{e r} \left( \omega \right) + \left( 1 - \phi_i \right) \gamma_{e r} \left( \omega_0 \right) \right] = 0,$$

(13)

where:

$$a_{\gamma e r}(\omega) = \left( 1 + c_2 (p - p_{nr}) \right) \sum_{p=1}^{n_p} \rho_p \delta_p U_p,$$

$$a_{\gamma e r}(\omega_0) = \left( 1 + c_2 (p - p_{nr}) \right) \sum_{p=1}^{n_p} \rho_p \delta_p U_p,$$

$$\beta(\omega) = \sum_{p=1}^{n_p} \delta_p \delta_p U_p,$$

$$\gamma_{e r}(\omega) = \alpha_{e r}(\omega).$$

This agglomeration of different physical terms into a single nonlinear operator simplifies the implementation of nonlinear solution framework. Instead of performing complex evaluations of each property and its derivatives to nonlinear unknowns, one can parameterize operators in physical space in the supporting points of mesh introduced in the physical space. The evaluation of operators during the simulation is based on multi-linear interpolation, which simplifies the linearization stage. Besides, due to the unified piece-wise representation of operators, the nonlinearity of the system is reduced, which improves the nonlinear behavior (Khatt and Voskov, 2018a; 2018b).

3. Optimal spatial discretization

In general, high-resolution grids are necessary to capture details of fast convective flow in high-permeable regions (such as fractures (Hui et al., 2018)), while thermal conductive flow may require a lower level of grid discretization. Additionally, the computational efficiency depends on the number of degrees of freedom of the model (Fajgel et al., 2015), correlating directly with the grid resolution. The first step in our study is to propose an optimal spatial discretization with enough accuracy and efficiency for modeling geothermal applications in naturally fractured reservoirs. This section describes the parameters of the selected fracture network, explains the model construction with predefined resolutions, shows the results of the numerical convergence study, and proposes the optimal grid resolution.

3.1. Models description

A synthetic fracture configuration is selected to perform an analysis on grid discretization and heat transfer mechanisms. A doublet for injection and production is placed in the model, see Fig. 2 for details. For simplicity of the analysis, we assume that the matrix is isotropic and homogeneous with a permeability of 0.001 mD. The aperture of the fracture is 3e-4 m and the cubic law (Berkowitz, 2002) is used to describe the hydraulic conductivity of the fracture. The fracture permeability with an aperture $b$ is expressed as

$$k_f = \frac{b^2}{12}.$$
Fig. 3. Grid resolutions with four sets of discretization increase from left to right, Grid 1 to 4. The number of matrix cells varies in an order of magnitude from Grid 1 to 4. Compared to matrix cells, meshing for the fractures remains dense among various resolutions to capture the fast convective flow taken place in the fractures.

Fig. 4. Production temperature for initial conditions with (a) two phases (b) critical water with different levels of grid discretization.

Fig. 5. The temperature maps with different levels of grid discretization at 10,000 days. The maps from left to right refer to Grid 1 to 4.

3.3. Resolution study

Direct comparison of production temperature gives evidence to the accuracy of different levels of discretization. Fig. 4 displays the temperature profile of the production well for the two test cases (two-phase and critical water conditions) under different grid resolutions. With the grid refinement, the temperature curve approaches the reference solution gradually. Grid 3 (solid green line) can closely capture the referenced temperature drop for both cases. The temperature decline (Fig. 4) can be simply divided into two consecutive parts along with time: the short rapid drop at the early period (i.e., <7,000 days Fig. 4a) and the following elongated mild drop. Figs. 5 to 7 display the distribution of the temperature, pressure, and water saturation at certain selected simulation time for the two-phase system.

The temperature map for coarser resolutions (e.g., Fig. 5a) show more dispersed cold water distribution than the finer ones (e.g., Fig. 5c), which results from the assumption of instantaneous thermodynamic equilibrium within one control volume. For coarser resolutions, the averaged size of computational control volumes is larger than that under finer resolutions. For the same amount of matrix volume surrounded by several fractures, the energy depletion under a coarser grid representation will be faster than its counterpart under finer resolutions. A coarse grid block, represented by several control volumes under finer resolution, will deplete integrally when the temperature gradient exists, which enables faster energy depletion. The same amount of energy
depletion under finer resolutions will, however, experience several transitional steps between control volumes, whereby the energy depletion will slow down and conform to the referenced process. Following a similar logic, the Multiple INteracting Continua (MINC) model (Pruess and Narasimhan, 1985; Wu and Pruess, 1988) has been proposed for approximately modeling mass and heat transport in fractured systems. Overall, the spreading of the cold water plume for different resolutions is similar and converges with refinement. The grid set 3 (Fig. 5c) can already accurately represent the solution of temperature in the computational domain. Since the initially distributed two-phase high-enthalpy geothermal system is the focus of this study, the solutions of pressure and saturation also need to be checked while comparing different grid sets. It is obvious from Figs. 6 and 7 that the pressure and saturation distributions present higher sensitivity to grid resolutions than the temperature.

At the thermal front, the pore pressure will decrease subject to the steam condensation triggered by the energy depletion (Wong et al., 2018), which is a highly nonlinear process and can impact the solution of pressure in the entire domain. In comparison with the referenced pressure distribution (Fig. 6d), the pressure gradient buildup looks slower for models with coarser discretization (Fig. 6a and b). This can be explained by the larger averaged volume of computational grids, as for the temperature difference mentioned above. Saturation, as a function of enthalpy and pressure, is also sensitive to the grid resolution (Fig. 7). Restricted by the solution of pressure, the propagation of water saturation with coarser resolutions (Fig. 7a and b) cannot precisely capture the phase distribution under the reference resolution. As it is observed in (Figs. 6c and 7c), the distributions of pressure and saturation for Grid 3 closely match with the finest resolution of Grid 4.

3.4. Computational performance and accuracy

The computation time of each run is measured during the simulation, as an indicator for numerical performance. Fig. 8a displays the simulation time of both two-phase and critical water systems under various grid resolutions. The performance is scalable with the grid resolution, as an almost linear relationship is observed between the logarithm of CPU time and control volumes numbers in the serial runs. Grid 3 can run about 10 times faster than Grid 4 (the finest resolution) with reasonable accuracy as shown in Fig. 8b. It is worth noticing that the accuracy of solution depends on fractured network modification and the accuracy of nonlinear physics representation as can be seen in Fig. 8b as well. Here, the more linear critical water model converged to the reference solution faster than the two-phase model. Considering the fact that solutions at coarser resolutions (Grid 1 and 2) are not accurate, the resolution of Grid 3 is proposed for farther analysis. Besides, because of the heavier numerical nonlinearity associated with the two-phase system, more nonlinear iterations are needed than for the one with critical water, and therefore computation is more time-consuming for the two-phase system. Table 2 shows the nonlinear iterations needed for both cases. The number inside the bracket represents the number of wasted nonlinear iterations.

4. Heat and mass transfer

Thermal convection and conduction are the two main mechanisms governing heat transfer in the subsurface. A thermal Péclet number (Pe)
is defined to quantify the interplay between thermal convection and conduction, whereby the heat transfer dynamics is studied and discussed. The optimal grid discretization (Grid 3) of the synthetic fractured reservoir is utilized in the following analysis.

### 4.1. Thermal Péclet number

For mass transfer, the Péclet number characterizes the interplay between the convective and diffusive flow. As the energy analog of mass transport, the thermal Péclet number quantifies the relative strength of convection and conduction during heat transport. The dimensionless thermal Péclet number is defined as follows:

$$
\text{Pe} = \frac{\sum_{p=1}^{n_p} \int_{t_0}^{t_f} \rho_p Q_p \, dt}{\sum_{i=1}^{n_f} \int_{t_0}^{t_f} \frac{d}{d\Omega} \left( \alpha \nabla T \right) \, d\Omega}
$$

where $Q_p$ refers to the flow rate of a specific phase ($p = w, s$ for water and steam phase) at the production well, $\Omega_i$ denotes the control volumes representing the $i^{th}$ fracture. This interpretation is only suitable for fractured systems with low permeable matrix as of this study, where the thermal convective flow can be considered as dominating in the fracture network while the fracture-matrix heat exchange is through thermal conduction.

The dimensionless time is defined as follows:

$$
\eta = \frac{\int_{t_0}^{t_f} \phi_i V_i \, dt}{\sum_{i=1}^{n} \phi_i V_i}
$$

where $Q_i$ refers to the flow rate at the injection well, $\phi_i$ denotes the porosity of grid block $i$, $V_i$ denotes the volume of grid block $i$, $n$ denotes the number of grid blocks.

### 4.2. Heat transfer regimes

Fig. 9 a displays the temporal evolution of the Péclet number. Four stages are detected on the Péclet curve, representing different heat and mass transfer dynamics. Correspondingly, the dynamic simulation statistics for different stages are recognized in Fig. 9b. Overall, the Péclet number increases as simulation proceeds, which demonstrates the relative strength of thermal convection grows during the simulation.

#### 4.2.1. Stable two-phase flow

A constant thermal Péclet number (stage ○) is observed (Fig. 9a) for the first 100 days, which indicates a stable interplay between convection and conduction. Since the energy production rate is almost constant during this period (Fig. 9b), the thermal conductive flow stays stable as well. Fig. 10 ○ displays the temperature map of the model at 100 days. Only a
small region of the matrix near the injection well shows a minor temperature change. As enthalpy and temperature are independent in the two-phase state, the matrix temperature stays unchanged while the enthalpy drops until the two phases transit to a single phase. The phase transition (Fig. 11a) is a faster process than the temperature propagation, since phase transition is more sensitive to pressure variations. In this period, stabilized two-phase flow occurs in the fractures, which can be deduced from the stable water and steam flow rates observed at the production well. The injected cold water, heated up by the hot rock, vaporizes in the fractures. Because of the existence of highly compressible steam, the pressure buildup within the fracture network does not take place instantaneously, which is quite different for the quasi-incompressible fluid system. Correspondingly, the needed injection pressure to sustain the operation scheme is stable (Fig. 9b).

4.2.2. Transient two-phase flow

As the simulation proceeds, the Péclet number increases quickly (stage 4), which mainly results from the condensed water breakthrough in fractures. As it is shown in Fig. 9b, the energy and water rates increase drastically during this period. Due to heat exploitation, the produced energy cannot support water vaporization under the fixed production pressure. Therefore, the steam rate decreases to zero and the energy production curve reaches the maximum energy rate (Fig. 9b). The water production rate increases owing to the pressure buildup in the fractured system, which can also be observed in Fig. 9b. The cold water plume penetrates deeper towards the producer (Fig. 10○). A larger volume near the injection well depletes by thermal conduction.

The production temperature (Fig. 4d) remains unchanged at the end of this period (2,000 days), which indicates the thermal front has not reached the production well yet. However, the fractures are fully saturated with condensed water (Fig. 9b). The saturation profile (Fig. 11○) shows the phase transition of the matrix cells along the fracture cells between injection and production wells at 2,000 days.

4.2.3. Transient single-phase flow

From 2,000 to 10,000 days, the increment of the Péclet number becomes mild (stage 4). The heat transferred by both the thermal convection and conduction decreases as the time proceeds. The energy contained in unit-volume of fluid drastically decreases, since the energy rate reduces sharply with just a mild decrease in water flow rate (Fig. 9b). The heat transferred by thermal conduction is expected to reduce more than by convection as the Péclet number keeps increasing during this period. From Fig. 10△, the temperature of the matrix surrounding the fractures decreases a lot at 10,000 days. Since thermal conduction is proportional to the temperature gradient and inversely proportional to grid distance, the thermal recharge of the fluids in the fractures by the matrix weakens along time. This can also be verified from the production temperature curve (Fig. 4a). The temperature decline in this period is sharp and steep due to the fast temperature drop in the matrix adjacent to the fractures.

As the average temperature of the fracture fluid drops, the fluid density and viscosity increase correspondingly, which leads to higher flow resistance within the fractures. The pressure needed to maintain the constant injection rate keeps increasing (Fig. 9b). Another interesting observation is the phase transition in the regions without direct contact with cold water. Owing to the pressure elevation within the model, the steam phase in the matrix condensates to water phase (Fig. 11△).

4.2.4. Stable single-phase flow

After 10,000 days, the Péclet number rapidly increases (stage ○). As is shown in Fig. 10, the matrix energy has widely depleted at 30,000 days. The thermal convective flow becomes dominant as the conduction turns less influential in heat transfer due to energy extraction. The water production stabilizes in this period with only a minor decrease in the energy production rate. In parallel, the increase of injection pressure slows down simply because the temperature change of the fluids slows down after 10,000 days (Fig. 4a).

5. Realistic fractured network

5.1. Background

The fracture network used in this section is taken from an outcrop of the Whitby Mudstone Formation (Boersma et al., 2015). The hori-
5.2. Grid discretization

A reasonable grid resolution is essential for both accurately presenting the fracture network and enhancing the computational performance. Here, a grid discretization (Fig. 12b) with characteristic length of 7.5 m (the same as Fig. 3c) is selected to characterize the fracture network. Compared to Wang et al. (2020a), the mesh quality is improved by the optimized treatment at the model boundary. In addition, a benchmark study against state-of-the-art research simulators has been conducted in Wang et al. (2020b).

5.3. Numerical experiments and discussions

In this section, we compare the heat transfer dynamics inside the model with different parameter settings: fracture-matrix permeability ratio, flow rate, rock heat conductivity and heat capacity. The parameter settings of the base case are listed in Table 3.

5.3.1. Fracture-matrix permeability ratio

Permeability is one of the key factors strongly influencing thermal flow and transport. Depending on the geological formation, the matrix permeability can vary from high (porous sandstone) to low (almost impermeable basalt). The permeability contrast between fracture and matrix reflects their relative ability for fluid flow to percolate. It is important to analyze the cold front propagation under different realistic permeability ratios (Ijeje et al., 2019). A set of fracture-matrix permeability ratios is chosen and examined to observe the thermal response for different scenarios. The variation of permeability contrast is achieved by adjusting the matrix permeability, while the fracture aperture for simplicity of interpretation is fixed. Here we choose typical matrix permeability for different types of rocks: sandstone (100 mD), carbonate (1 mD) and basalt (0.001 mD), where the fracture-matrix permeability ratio will be 7.5e-4, 7.5e-6 and 7.5e-9. Fig. 13 displays the temperature distribution for different permeability ratios, where large differences of the cold front propagation can be observed. For the lowest permeability contrast (Fig. 13a), the cold front propagates surrounding the injection well. Since the matrix permeability is higher in this case, the preferential heat transport along fractures is not prominent. With the increase in permeability ratio, the fluid flow predominantly occurs within the fractures instead of through the matrix, therefore the cold front spreads following the branches of the fractures towards the production well.

Fig. 14 shows the impact of fracture-matrix permeability ratio on the production temperature. With a large permeability ratio, the injected
Table 3
Base case parameter settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix permeability, darcy</td>
<td>0.001</td>
<td>Initial pressure, bar</td>
<td>100</td>
</tr>
<tr>
<td>Fracture aperture, m</td>
<td>3e – 4</td>
<td>Initial enthalpy, kJ/kg</td>
<td>1,500</td>
</tr>
<tr>
<td>Fracture permeability, mD</td>
<td>7.5e6</td>
<td>Initial steam saturation</td>
<td>0.47</td>
</tr>
<tr>
<td>Rock heat conduction, kJ/m/ day/K</td>
<td>200</td>
<td>Injection well condition, m³/day</td>
<td>1,000</td>
</tr>
<tr>
<td>Rock heat capacity, kJ/m³/K</td>
<td>2,500</td>
<td>Production well condition, bar</td>
<td>80</td>
</tr>
</tbody>
</table>

Fig. 14. Temporal evolution of the production temperature under different fracture-matrix permeability ratios.

5.3.2. Flow rate

The flow rate directly associates with mass and heat transport. For real field applications, the flow rate is a key focus that will determine the thermal breakthrough time (Wang et al., 2019a). Therefore, it is crucial to determine how the heat transfer dynamics change with the flow rate in fractured porous media. Five different injection flow rates are utilized to investigate their influence on thermal propagation.

Fig. 15 displays the temperature distribution at different flow rates. Larger volumes deplete with the increase of flow rate. Fig. 16a shows the production temperature for different flow rates. The temperature drops earlier and faster with the elevated flow rates, resulting from the more powerful convective flow in the fractures. The cumulative energy production is displayed in Fig. 16b. Here, 500 K is selected as the checking point to compare the cumulative energy production with different flow rates. The amount of cumulative energy slightly increases with the reduction in flow rate, which is different from similar observations in fluvial systems (Wang et al.). The highly preferential convective flow in fractures makes the fracture-matrix heat exchange less efficient under higher flow rates. Besides, no extra flow paths get involved in heat production with the increase of flow rate, as indicated in Fig. 15.

Fig. 16c shows the thermal Péclet number for different flow rates. The Péclet number is constant at the early stable two-phase flow regime, where the thermal conduction is stronger than the convection under any flow rate. As the dimensionless time proceeds, the relative strength of convection exceeds that of conduction gradually. The Péclet curves overlap with each other, which means with the same amount of water injected, the relative contributions of convection and conduction to heat production are the same under different flow rates.

5.3.3. Rock heat conduction

Conduction plays a vital role in heat extraction during geothermal development, especially in the case of low permeable rocks. Conductive heat flow happens when the temperature gradient builds up between control volumes. The strength of thermal conduction is proportional to the magnitude of temperature gradient and heat conductivity. In this section, various rock heat conductivity values are selected within a realistic range to study the sensitivity of thermal propagation to heat conductivity in fractured reservoirs.

Fig. 17 shows the temperature distribution with different heat conductivity. With the same amount of water injected, the cold front propagation is more confined with larger heat conductivity (Fig. 17e). Since stronger conductive heat exchange happens under larger conductivity values, the reservoir energy close to the injection well largely depletes. When conductivity decreases, it will need more contact with the matrix to heat the fracture fluids and therefore, the temperature front spreads deeper towards the production well. Correspondingly, the region near the injection well weakly depletes (e.g., Fig. 17a). The influence of rock conductivity to thermal propagation is clearly nonlinear since the variations shrink as the conductivity increases.
Fig. 16. Temporal evolution of (a) production temperature (b) cumulative energy production and (c) thermal Péclet number under different flow rates. The short colored lines at the top in (a) specify the time when production temperature starts dropping.

Fig. 17. Temperature distribution for realistic range of rock heat conductivity (kJ/m/day/K) (a) 50 (b) 100 (c) 200 (d) 300 (e) 400.

The production temperature for different heat conductivity is shown in Fig. 18a. Consistent with the temperature distribution, an earlier temperature drop is observed at the production well with lower heat conductivity. The temperature decline converges as conductivity increases, as is shown for $\kappa = 200, 300, 400$ kJ/m/day/K, which demonstrates the conduction effect approaches its upper bound. Further increase of conductivity is unable to heat the fluids even more because either the fluid has already been heated up or the rock has been cooled down. Overall, the variation of production temperature with conductivity is not as significant as with permeability ratio or flow rate.

The Péclet curves are similar under different heat conductivity (Fig. 18b). As a multiplier in conduction calculation, smaller heat conductivity will limit the conductive rate. However, the broader spreading of the cold front along fractures with low conductivity enlarges the contact area for heat conduction. Consequently, quite similar Péclet profiles are observed for different cases.
5.3.4. Rock heat capacity

Volumetric heat capacity proportionally correlates with the amount of energy contained in the rock. Larger heat capacity simply means a larger amount of energy is contained in the reservoir. Here, five values of rock heat capacity within a realistic range are selected to investigate its influence on heat production.

As shown in Fig. 19, the thermal propagation is largely different from the variation in rock heat capacity, reflecting the different capabilities of reservoir rock resisting energy depletion. With the same amount of cold water injection, a larger portion of the reservoir depletes with lower heat capacity (e.g., Fig. 19a). This is because the cold water quickly depletes its bypassed reservoir via conduction and therefore, a larger reservoir volume is involved in the energy depletion process at the selected time or for certain specific simulation time.

Fig. 20a displays the changes in production temperature with heat capacity. The production temperature shows a similar two-stage decline for all considered cases: sharp decrease and mild drop. The faster temperature drop with lower heat capacity corresponds closely with the observation in Fig. 19. Overall, the heat capacity shows a roughly linear influence on production temperature, since the difference between
curves keeps almost the same with the linear change of heat capacity. The difference in thermal Péclet numbers (Fig. 20b) becomes noticeable as the temperature starts decreasing. Rock with larger heat capacity will supply stronger energy to the injected cold water via thermal conduction, while the convective flow can be taken as the same for different cases. Therefore, the Péclet number is smaller under larger heat capacity.

6. Conclusion

In this paper, the multiphase mass and heat transport in fractured reservoirs is numerically investigated using the Delft Advanced Research Terra Simulator (DARTS). Fractures are explicitly depicted with the discrete-fracture model (DFM) and the mesh quality of the DFM discretization is improved through a pre-processing procedure. Based on the numerically converged model, a sensitivity study of heat transfer in fractured reservoirs with different numerical and physical parameters is performed to guide the uncertainty quantification and optimization processes.

First, a simulation framework is presented to comprehensively investigate the sensitivity of simulation results to mesh resolution with a synthetic fractured model. The DFM discretization is based on conformal coarsening of fine-scale fractured network. The numerical convergence of the solutions is achieved with mesh refinement under high-enthalpy condition with the presence of both single- and two-phase fluids. The simulation time and error statistics are summarized for different sets of mesh discretization. The optimal mesh discretization is selected out of several resolutions. It is highly recommended to qualify the mesh discretization when modeling geothermal transport within fractured systems using accurate fractured models, which will both guarantee precise simulation results and greatly improve computational performance. Subsequently, a thermal Péclet number is defined for fractured systems with low permeable matrix. Four different flow stages and relative strength between thermal convection and conduction are recognized from the Péclet curves. Our results show that geothermal development in a fractured system becomes less efficient when heat transport is mostly convection dominated, as clearly indicated by the thermal Péclet number analysis.

Next, a fracture model sketched from a direct image interpretation of a realistic outcrop is discretized with the optimal characteristic length and utilized for parameter sensitivity analysis. Almost linear impact of flow rate and rock heat capacity to production temperature is observed, whereas rock heat conductivity displays a clearly nonlinear influence which is difficult to predict without the direct numerical simulation. Additionally, the fracture-matrix permeability ratio can largely alter the propagation of cold water front. These notable impacts of investigated parameters on thermal propagation and heat transfer dynamics can help to better design and layout the system and estimate the project economics with further uncertainty analyses.

The proposed numerical methodology for finding an optimal grid resolution is of great importance for improving the computation time without compromising the accuracy. Therefore, our approach is recommended for sensitivity studies or uncertainty quantification of geothermal energy production from fractured reservoirs. In addition, the coarser resolution, though yielding less accurate solutions, demonstrates the more efficient computational performance and can be used for effective clustering of realizations in uncertainty quantification studies, see examples in (de Hoop et al., 2019; 2020). The defined Péclet number provides a way to theoretically quantify the characteristics of flow and heat transport in fractured geothermal reservoirs. Besides, utilizing a fracture network generated from real outcrop observations helps to understand the complex thermal transport in realistic fractured systems. Since there are not many publications on two-phase thermal transport in highly resolved fractured high-enthalpy geothermal system, this paper fills a gap in the literature and highlights the basic influential factors for an optimal development of such resources.

This study is performed under the assumption of constant fracture aperture. In Van Der Kooij et al. (2020), we demonstrated that the statistical variability in fracture aperture for a fixed fracture network can lead to different connectivity between injection and production wells which in turn yields different optimal production rate. In addition, rigorous consideration of the effect of thermoporelastic deformation of rock on heat production (Stefansson et al., 2020; BERGE et al., 2020) can be essential for geothermal applications and has been ongoing development in our group.
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